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1. Background & Motivations

Human Action Recognition

（HAR）

Action Quality Assessment

（AQA）

Models in HAR require distinguishing subtle 

differences between different actions.

Models in AQA require evaluating a specific 

action’s advantages and disadvantages.
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The performances and efficiency of AQA methods are indeed limited.

How can we design a network structure suitable for AQA to complete 

effective and efficient feature aggregation?

Challenge 1: There is a huge GAP between HAR and AQA.

Challenge 2: Existing methods cannot perform feature aggregation efficiently.

1. Background & Motivations

Current

AQA Methods



• Tube Mechanism

• Self-attention Mechanism

✓ High efficiency

✓ Effectiveness 

✓ Flexibility 

Merits of

the TSA module 

1. Background & Motivations

AQA models require rich temporal contextual information and do not require irrelevant 

spatial contextual information.
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2. Proposed TSA-Net

input video

tracking results 

I3D Stage-1

TSA Module

I3D Stage-2

average pooling 



2. Proposed TSA-Net

Step 1：
Spatio-temporal Tube Generation

Step 2：
Tube Self-attention Operation

TSA mechanism 
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2. Proposed TSA-Net

Step 1：
Spatio-temporal Tube Generation

Step 2：
Tube Self-attention Operation

TSA mechanism 

Normalized Constant

Similarity Func.

Element-wise 
OR 

Indicator Set

Mask 
Generation

Compared with Non-local, the TSA module 

greatly reduces the computational complexity from 

to



3. Experimental Results: Validation of Effectiveness

TSA-Net achieves SOTA performance on AQA-7 and MTL-AQA.



3. Experimental Results: Validation of Effectiveness

Single object tracking strategy can handle these difficult situations perfectly.

Target lossSynchronized divingSmall targetCamera rotation



3. Experimental Results: Verification of Efficiency

The TSA-Net can obtain better performance while reducing the 

computational complexity.



3. Experimental Results: Verification of Efficiency

AQA-7 diving

AQA-7 snowboard



3. Experimental Results: FR-FS

The network with TSA mechanism has higher identification.

（ Fall Recognition in Figure Skating ）



4. Conclusions: Discussion and Future Work

1. Why posture information is not adopted in TSA-Net?

2. Invalid feature enhancement caused by small ST-Tube.

Future Work 1：

Future Work 2：

Robust pose estimation algorithm

Higher resolution AQA dataset

Adaptive Mechanism of the ST-Tube 



4. Conclusions

• We exploit a simple but efficient sparse feature aggregation strategy named 

Tube Self-Attention (TSA) module.

• We propose an effective and efficient AQA framework named TSA-Net based 

on TSA module.

• Our approach outperforms state-of-the-arts on the challenging MTL-AQA and 

AQA-7 datasets and a new proposed dataset named FR-FS. 
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