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Framework

Human Action Recognition

(HAR)

Action Quality Assessment

(AQA)

Models in HAR require 

distinguishing subtle differences 

between different actions.

Models in AQA require evaluating 

a specific action’s advantages and 

disadvantages.

➢ Most existing methods in AQA usually directly migrating the model 

from HAR tasks, which ignores the intrinsic differences within the 

feature map such as foreground and background information. 

Huge GAP

➢ To address this issue, we propose a Tube Self-Attention Network 

(TSA-Net) for action quality assessment tasks with the following 

merits: 
High Computational Efficiency 

High Flexibility

State-of-the-art  Performance

➢ A dataset named FR-FS is proposed to explore the basic action 

assessment in the figure skating scene.

Overview of the proposed TSA-Net for AQA

➢ 1.Tracking. VOT tracker is adopted to generate tracking results B.

➢ 2.Feature Extraction-s1. The input video is divided into N clips and 

the feature extraction is performed by I3D-Stage1 to generate X.

➢ 3.Feature Aggregation. ST-Tube is generated given B and X, and 

then the TSA mechanism is used to complete the feature 

aggregation, results in X′. 

➢ 4.Feature Extraction-s2. Aggregated feature X′ is passed to I3D-

Stage2 to generate H′. 

➢ 5.Network Head. The final scores are generated by MLP_Block.

TSA Module

Step 1：
Spatio-temporal Tube Gen.

Step 2：
Tube Self-attention Operation

TSA mechanism Mask Generation

Computational

Complexity Reduction

➢ Visualization on AQA-7 and MTL-AQA

➢ Computational cost comparison: TSA module vs Non-local

➢ In this paper, we present TSA-Net for AQA tasks, which is able to cap-

ture rich spatiotemporal contextual information in human motion.

➢ Experiments on AQA-7, MTL-AQA, and proposed FR-FS demonstrate 

that TSA-Net can capture long-range information and achieve high 

performance with less computational cost. 

➢ An adaptive mechanism of ST-Tube will be explored to avoid the sensiti-

vity of the TSA-Net to the size issue in future.

Comparison with SOTAs on AQA-7

Computational cost analysis on AQA-7 Results on MTL-AQA

Single object tracking strategy can handle these difficult situations perfectly:

★Camera rotation  ★Small target  ★Synchronized diving  ★Target loss

TSA-Net can obtain better performance while reducing the computational cost.

TSA-Net achieves SOTA performance on AQA-7 and MTL-AQA datasets.
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