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Reliable and stable 6D 
pose estimation algorithms 

Basic technology

Challenges 
in the space scene:

Harsh imaging conditions Background interference Limited power consumption

SpaceX Crew-2 Docking Mission Preview of the ClearSpace-1
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Limited Computing Resources & Power ConsumptionComplex Background Interference

Main idea of the proposed CA-SpaceNet. Quantization inference and the PIM accelerator architecture.

How can we remove harmful features from the 
composite features?

How can we achieve efficient deployment of 
network models in low-power scenarios?
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2. Proposed CA-SpaceNet

Counterfactual thinking 

Actual network structure (CA-SpaceNet)

Factual path:

Counterfactual Path:

Pseudo Counterfactual Path:

Extract the feature of the whole image.

Extract the feature of the background information.

Mimic the output feature of the counterfactual path.

Feature 
Extraction

Feature 
Aggregation

Network
Head

PnP
Solver

Basic components of a two-stage 6D pose estimator.
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Simplified causal graphs of the CA-SpaceNet
in four situations.

Factual path:

Counterfactual Path:

Pseudo Counterfactual Path:

Total Direct Effect (TDE):

Feature 
Extraction

Feature 
Aggregation

TDE
Calculation

Network
Head

PnP
Solver

Five stages of the CA-SpaceNet.
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Overview of the proposed CA-SpaceNet. Diagram of training and inference phases.

 Training:             will imitate           by maximizing the similarity between                   and                 . 

 Testing: the whole counterfactual path will be removed during inference. 

Total Loss:
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Three different quantization modes. Quantization inference. The PIM accelerator architecture.

Quantized weights:

Low-bit-width convolution:

Quantized activations:

Dequantization:

Merge BN layer:
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3. Experimental Results
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WDR*: note that the results of WDR on SPEED is obtained by the original paper without source code. We reproduced this model and reported our results as WDR*.

 The CA-SpaceNet can eliminate the interference of 
background through counterfactual analysis under the 
Medium and Far setting.

 The performance improvement is brought by the counter-
factual analysis strategy rather than the additional 30 
training epochs.
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The CA strategy is able to 
weaken the adverse impact 
of background interference 

to the final results.
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 The quantization can save a large mount of GFLOPs without significantly reducing the performance.
 Quantization greatly reduce the size of the network which makes the model easier to be deployed on devices.
 Latency test results of the PIM chip shows the high efficiency of the quantization and our actual deployment.
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3. Experimental Results

Our real deployment of the 
PIM architecture on the 

Ultra96v2 FPGA achieves:

4.4x speedup than
ARM v8.2 CPU,

&
1.7x speedup than 

Intel Core i7-8700K CPU.
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4. Conclusion
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 We propose a framework named CA-SpaceNet, which is robust to the interference of complicated 
background information.

 Our approach outperforms state-of-the-arts on the challenging SwissCube dataset and achieves 
competitive results on the SPEED dataset.

 We quantize the CA-SpaceNet into a low-bit-width model and deploy a part of the quantized 
network into a Processing-In-Memory (PIM) chip on FPGA. Low latency proves the feasibility of 
our method.
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CA-SpaceNet: Counterfactual Analysis for 
6D Pose Estimation in Space

Code: https://github.com/Shunli-Wang/CA-SpaceNet
Video: https://www.youtube.com/watch?v=h-vzCdersVQ
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