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Method

 This paper introduces counterfactual analysis to the 6D pose estimation 
task in space and proposes the CA-SpaceNet framework. 

 We quantize the CA-SpaceNet into a low-bit-width model and deploy a 
part of the quantized network into a Processing-In-Memory chip on FPGA. 

 Factual Path: The factual path is designed to simulate the phenomenon of 
background interference.

 Counterfactual Path: The idea of counterfactual analysis is to imagine a non 
existent path, that is, to study the effect under the What If scenario.

 Pseudo Counterfactual Path: As its name implies, pseudo means that this 
path is a fake path, which aims to imitate the counterfactual path.

CA Module & Quantization

 Visualization on Swisscube

 In this paper, We propose CA-SpaceNet based on counterfactual anal-
ysis to weaken the interference of background from the mixed features.

 Experimental results on SwissCube and SPEED datasets show that the 
proposed framework achieves robust performance.

 Further, we quantize the CA-SpaceNet into 3-bit and 8-bit and deploy part 
of the quantized network to a neural network accelerator on FPGA. 

Comparison with SOTAs on Swisscube.

Results on 3 different quantization modes of 8-
bit and 3-bit CA-SpaceNet on SwissCube. Summary of #parameters 

and storage size.

Comparison with SOTAs on SPEED.

Measured latency on 
different hardware

 Simplified causal graphs of CA-
SpaceNet in four situation. 

 These causal graphs consist of four 
types of nodes: image node, feature 
node, TDE node, and pose results node. 

 Three quantization modes are set up:
- only quantizing the backbone, 
- quantizing the backbone and FPN,
- quantizing all modules. 

 Practical applications of the 6D pose estimation in many space missions.
The complicated background of aerial images will interfere with the
stability of the 6D pose estimator.
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 Measured Latency Comparison: PIM v.s. CPU

Our real deployment of 
the PIM Architecture on 

the Ultra96v2 FPGA 
achieves:

4.4x speedup than
ARM v8.2 CPU,

&
1.7x speedup than 

Intel Core i7-8700K CPU.

The CA-SpaceNet
significantly reduces 

the background 
interference and 
generates robust 
pose estimation 

results.
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