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Introduction Method Visualization
 Background: 3D hand mesh reconstruction from

monocular images is a crucial yet challenging task, as
hands are often severely occluded by objects.

Motivation: Previous works often have disregarded
essential 2D hand pose information, which contains
hand prior knowledge that is strongly correlated with
occluded regions.

 Contributions: We propose a novel 3D hand mesh
reconstruction network HandGCAT, that can fully
exploit hand prior as compensation information to
enhance occluded region features. Extensive
experimental results show that our method achieves
state-of-the-art performance on 3D hand mesh
benchmarks that contain severe occlusions.

Overview of the Proposed Method 
 The proposed HandGCAT consists of backbone, KGC, CAT, and 

regressor. Resnet-50 with FPN extracts image feature 𝐹𝐹𝐼𝐼 . 
 KGC captures hand prior knowledge 𝐹𝐹𝑃𝑃 using GCNs from the 2D 

pose. CAT fuses 𝐹𝐹𝑃𝑃 into 𝐹𝐹𝐼𝐼 and thus imagines occluded regions.
 Finally, the regressor reconstructs the 3D hand mesh.

Performance Ablation Study
Results on HO3D Datasets

Conclusions
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